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Chapter 4

Designing a Pilot Project
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Conducting the pilot is the last major step before deployment of the Microsoft® Windows® Server 2003 operating system. During the pilot, your release management team tests your design in a controlled environment in which users perform their normal business tasks using the new features. This demonstrates that the design works in the production environment as expected and that it meets the organization’s business requirements.
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Related Information

· For more information about Microsoft Solutions Framework, see the Microsoft Solutions Framework link on the Web Resources page at http://www.microsoft.com/windows/reskits/webresources.

· For more information about deployment project planning, see “Planning for Deployment” in this book.

· For more information about testing your implementation design prior to conducting the pilot, see “Designing a Test Environment” in this book.

· For more information about how to pilot specific technologies, such as Microsoft® Active Directory® directory service, see the related books in this kit.

Overview of Designing a Pilot Project

A pilot release is a deployment of your Windows Server 2003 or Microsoft® Windows® XP Professional operating system to a subset of the live production environment or user group. The primary purposes of a pilot are to demonstrate that your design works in the production environment as you expected and that it meets your organization’s business requirements. Conducting a pilot reduces your organization’s risk of encountering problems during full-scale deployment. To further minimize your risk during deployment, you might want to conduct multiple pilots consisting of separate pilots for different technologies or operating systems, or you might want to conduct a full-scale pilot in phases.

Depending on the context of the project, the pilot release can take the following forms:

· In a general business enterprise, a pilot can be conducted with a group of users on a set of servers in a datacenter.

· In a Web development enterprise, a pilot can be conducted by hosting site files on a staging server or servers or in folders that are live on the Internet, using a test Web address.

· Commercial software vendors, such as Microsoft, often conduct a pilot with a special group of early adopters.

The pilot participants provide feedback about how well the design and features are working. The release management team uses this feedback to resolve issues that arise or to create a contingency plan. Ultimately, the pilot leads to a decision to proceed with a full deployment or to slow down so you can resolve problems that could jeopardize your deployment.

The Microsoft Solutions Framework (MSF) training course offers in-depth instruction on the practical use of MSF for planning and conducting a deployment project. For more information about the MSF training course, see the Microsoft Training and Certification link on the Web Resources page at http://www.microsoft.com/windows/reskits/webresources, and search for MSF.

Process for Designing a Pilot Project

The pilot process is iterative. You deploy Windows Server 2003 on a limited number of servers in a controlled environment, evaluate the results, fix problems, and deploy an updated release of your pilot, repeating this process until you are satisfied that you are ready for a full deployment.

If you are deploying more than one operating system, or if you are deploying into an environment that contains more than one operating system, you might want to conduct multiple pilots. This allows you to isolate problems more quickly, because you do not have to research problems on multiple platforms. For example, if you are deploying both the Windows XP Professional and Windows Server 2003 operating systems, you can conduct separate pilots for the client operating system and for the server operating system, and then conduct a final pilot in which the two operating systems are deployed at the same time.

Figure 4.1 illustrates the process of planning and conducting a pilot project.

Figure 4.1   Designing a Pilot Project
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Pilot Planning and Deployment Within the 
Project Cycle

The pilot is conducted during the stabilizing phase of the MSF project cycle. However, planning for the pilot occurs during the envisioning and planning phases of the deployment project, and preparing for the pilot occurs during the developing phase. Figure 4.2 illustrates the tasks involved in planning for and conducting a pilot and shows the MSF phase during which each of these activities might occur. The time frames are estimations, and they might vary from deployment to deployment.

Figure 4.2   Role of the Pilot in the Project Life Cycle
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Creating a Pilot Plan

During the planning phase of the deployment project, product management, program management, and release management teams collaborate to create the pilot plan. The pilot plan defines the scope and objectives of the pilot and identifies pilot participants and where the pilot will be conducted. It includes a schedule for deploying and conducting the pilot and plans for training and communicating with pilot participants, evaluating the pilot, identifying risks and contingencies, and other key activities that occur during a pilot deployment.

You have various options for how to conduct your pilot. For example, you might have multiple pilots, with a separate pilot for Windows XP Professional and one for Windows Server 2003, or you might introduce your implementation progressively with a staggered rollout, gradually adding more user groups to your pilot.

If you plan to conduct multiple pilots, develop a pilot plan for each. For example, if the subteam responsible for deploying a particular operating system plans to conduct its own pilot, that subteam should write a pilot plan. Even if you do not plan to conduct multiple pilots, each subteam can contribute to the overall pilot plan.

Figure 4.3 illustrates where creating a pilot plan occurs in the deployment pilot process.

Figure 4.3   Creating a Pilot Plan
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When the pilot plan is ready for review, have project team members, necessary support personnel, and management representatives read and approve the plan. Be sure that the supervisors of everyone directly affected by the pilot have a chance to review the plan. For example, if the schedule allots time for a particular user group to participate in the pilot, have the supervisor of that group review the schedule.

Defining the Pilot Scope and Objectives

The first step in planning your pilot is to define what you want to accomplish (the objectives, or goals) and what you plan to include and exclude (the scope). Be sure to align the pilot objectives and scope with those for the deployment project as a whole, as defined in the master project plan. Ensure that the pilot plan includes an opportunity for the team to evaluate features identified in the project plan as high priority, to ascertain that they successfully meet all of your business objectives.

If you plan to conduct multiple pilots, define the scope and objectives of each by using these guidelines.

Defining Pilot Objectives

Explicitly state the objectives of the pilot. Use the objectives to identify criteria for measuring the success of your pilot.

Many organizations have primary pilot objectives, such as:

· Ensure that the system works properly in the business environment.

· Ensure that the design meets the business requirements.

· Build user support for the Windows Server 2003 deployment project.

Many organizations have additional objectives, such as:

· Test the deployment process.

· Train the installation team.

· Create documentation for the full deployment.

· Train the support and Help desk teams.

· Train the administrative teams.

· Gather information for estimating future support requirements.

· Gather information for estimating actual hardware requirements.
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Note

Sometimes a pilot reveals that there is a greater amount of data in the production environment than anticipated and that storage requirements exceed those that were proposed in the test lab. As a result, hardware requirements might exceed those previously estimated.

· Meet the baseline requirements for functionality that were established in testing.

· Develop and test end-user training materials.

You might need to define objectives that are related to specific technologies, such as Active Directory, or to your network infrastructure. If you plan to conduct multiple pilots, define the objectives for each.

If possible, use the objectives to develop metrics for evaluating the pilot. For example, if your team’s objective is to gather information for estimating future support requirements, establish baseline metrics for current system functionalities, such as system availability, performance, and reliability, and collect similar metrics for the system after the pilot is complete. These metrics can then be used to evaluate the success of the pilot and to estimate the level of support required.

Defining Pilot Scope

Define the scope of the pilot by clearly stating which services and features will be included and which will not. When you list the services and features you plan to include in the pilot, also state how you expect them to perform. Describe the areas of functionality that the pilot implementation affects, and note to what extent they are affected, and in which situations they are affected.

Avoid the mistake of making pilot testing too easy. Test as many situations that might arise in production as you possibly can.

If certain technologies have particular requirements, include those specific requirements in your pilot. For example, if you are going to deploy Windows Server 2003 on an international scale in which users do not all speak one language, be sure to address international language issues in the pilot.

Do not expect to test every feature or service during the pilot. Focus on processes that present the greatest risk and events that are most likely to occur. Prioritizing the features to be tested in the pilot is particularly important if your team plans to conduct multiple pilots. When multiple pilots are planned, start small and gradually increase the scope of successive pilots.

If certain aspects of your design cannot be covered by the pilot, describe them. For example, if your organization plans to upgrade your domain using your existing architecture without any restructuring, and then restructure the architecture later, you might choose to exclude the restructuring process from the first pilot.

Also specify the duration of the pilot, in terms of either time or of the criteria to be met.

Be sure to describe how you expect to proceed after the pilot is complete. If you plan to keep some functions in place and remove others for the full production rollout, identify the features that will be removed. For example, if you are redesigning your namespace, you might want the option of changing it after the pilot concludes. Indicate how to back out features that will be removed.

Defining the Pilot Group

Carefully select the pilot participants and the sites where the pilot will be conducted. First establish the selection criteria for participants, and then select candidates based on these criteria.

Selecting the Pilot Group and the Pilot Sites

The pilot group should include end users who are typical of those in your organization. This might include a wide range of users, some of whom are technically proficient and others who are less comfortable with technology. If you plan to conduct multiple pilots, the type of user you select might vary as the pilots progress. For an early pilot, however, good candidates have some of the following traits:

· Are able to derive tangible benefit from Windows Server 2003.

· Play a noncritical role in day-to-day operations.

The group should be able to absorb some downtime or reduction in performance if problems occur.

· Represent the target environment.

Choose groups or sites that do not have unique requirements or operating environments, because the pilot should predict how your design and rollout will work in your organization at large. Most pilot participants should have the same technical expertise as the average user in your organization.

· Perform a variety of activities using a variety of computer hardware.

· Are enthusiastic about the Windows Server 2003 project.

· Are comfortable with technology.

This is not an essential attribute for pilot participants. However, if participants are comfortable with technology, they tend to be more patient with problems that occur during a pilot, and they are more likely to test the limits of the Windows Server 2003 operating system. This type of participant, however, might accept problems that should be reported. Encourage participants to report every problem they encounter.

You can identify candidates by conducting interviews, issuing and evaluating questionnaires, or requesting volunteers. Volunteers, in particular, can be very helpful, because their offer to participate indicates an interest in the Windows Server 2003 technology. You might also consider soliciting recommendations for users who might be good candidates for the pilot; for example, you might ask supervisors to identify power users of a particular technology that is going to be deployed.

The selection of a pilot site or sites often depends on the type and location of the pilot participants who have been selected and the number of support staff available to help them. Determine the number of pilot sites and the size of the pilot users group based on:

· The objectives of the pilot.

· The number of functions and features you are testing.

· The size of your support staff.

· Specific technology requirements that can be piloted only by using particular sites or user groups.

Choosing suitable pilot groups and sites helps to ensure a successful pilot project.

Using the IT Group as a Pilot Group

Many organizations use their IT group for the first pilot. Because this group is familiar with testing software and hardware changes, they are adaptable and can report issues quickly. After problems with the first pilot have been resolved, you can begin your full-scale pilot in the production environment.

Selecting a User Liaison

After you select your participants, choose one as your user liaison. Select someone who has good communication skills and a good relationship with both the pilot group and the project team.

Work with the user liaison as you plan the pilot. The liaison can provide you with information about the type of work the pilot group performs and can prepare the group for its role in the pilot.

Creating Pilot Plan Documents

The pilot plan includes a number of documents that provide procedures for successfully rolling out the pilot in a business environment. The pilot plan should include:

· A training plan that describes what the pilot participants need to know before they begin the pilot and describes how you plan to train them.

· A support plan that describes how problems that arise for participants during the pilot will be resolved.

· A communication plan that explains how you will keep participants informed about what is happening in the project.

· An evaluation plan that describes how you plan to obtain feedback from participants.

This can be used to assess design changes that might be required before the pilot is rolled out to the rest of the organization.

· A risk and contingency plan that describes potential risk factors and how you plan to assess and diffuse them.

· A backup and recovery plan that describes how to back up data and system configurations, how to test those backups, and how to roll back to previous configurations if problems arise that might affect business operations or participants’ access to data.

Having a backup and recovery plan is particularly important because the pilot is a rollout in a business environment.

· A schedule that includes milestones at which you plan to evaluate and make necessary changes to the pilot.

The pilot plans you create help to ensure the smooth deployment and completion of your pilot project by clarifying the tasks and roles of the release management team and the pilot participants.

Creating a Pilot Training Plan

Well before you begin the pilot, your team needs to decide which features of the new system the participants need to be trained on, the form training will take, and when training will occur.

Training for pilot participants should be limited to the features that they must understand to do their work. Include a plan to provide training for the support and operations teams, which might need to be more detailed than the training presented to pilot participants.

How you train participants depends greatly on your facilities and your budget. Options include hiring an external trainer, holding brown-bag seminars, developing a “train-the-trainer” program, or using media technology to broadcast training. You might also consider using the test lab for training after testing is complete.

After you have determined what the training should cover and how it will be accomplished, estimate how long it will take and decide when to begin. Many organizations find that it works best to provide training just prior to pilot installation. Remember to include training in the pilot plan schedule.

Creating a Pilot Support Plan

The support plan identifies who will provide support for pilot participants, the level of support required, and how users can report problems. Be sure to develop your support plan early, because doing so will help you identify the type of training the support staff requires.

Defining Support Team Roles

For each pilot, identify who will support participants: project team members such as developers and testers, Help desk personnel, or outside resources. Even if the project team will not be providing primary support for the pilot, decide what the role of the team will be. If the project team is divided into subteams for different technologies, such as Active Directory or network infrastructure, determine whether the subteams should play a role in supporting participants and, if so, what that role should be.

If Help desk personnel will provide support, or if one of your pilot objectives is to train Help desk personnel, determine how they will be trained. If external resources are required, ensure that they are aware of the schedule and have been properly trained.

Develop a contact list for support staff that includes the names, phone numbers, and e-mail addresses of all support staff members and other key contacts. For example, provide the contact name and information for a manufacturer who supplies key equipment.

Service Levels for Support

Determine the level of service that the support team can provide during the pilot. The level of service depends on the number of support personnel available and the number of problems they can support. For example, if support staff can install upgrades to 20 client computers, but can provide support to only five participants if they all have problems, plan to upgrade only five client computers, so the team can provide the appropriate support level.

When determining support requirements, some typical questions to ask include:

· Must critical problems be resolved within a specific number of hours? If so, what is that number?

· During which hours must support be available to the users?

The level of service your support team can provide dictates the size of your pilot and the timeline for its deployment. In addition, determining the level of service helps you establish a baseline for a level of service that can be used to create final Service Level Agreements (SLAs) for the organization.

Problem Tracking and Resolution

When problems arise during pilot testing, participants must have a way to report them to the team. The incident tracking system, problem escalation process, and issue resolution process your team develops should identify:

· Where participants post their problems.

Can they report problems to an existing incident-tracking system, or does the team need to develop a new mechanism, such as a Web site, for participants to use to log their problems?

If your testing team set up an incident-tracking system to record and report testing problems, you can use the same system to report and track problems that arise during the pilot. If your organization has not developed an incident-tracking system, set one up before the pilot begins. Be sure that the incident-tracking system is well documented so pilot participants can easily enter problems into the system.

· How problems will be reviewed, prioritized, and fixed.

For example, support staff can review reported problems on your incident-tracking system daily, and a problem can be assigned to the support staff personnel responsible for the applicable technology or functional area. After a problem has been assigned, the support team member responsible for it can prioritize the problem and estimate the amount of time required to fix it. If this information is entered into the incident-tracking system, participants who report problems can track the status of their problems.

· The escalation process the team will use to notify the appropriate team members.

The incident-tracking process should have a procedure for escalating problems that can not easily be resolved to the appropriate team for resolution. Determine who is responsible for deciding when a problem must be escalated, and who should contact the team who can resolve the issue.

During a pilot, problems must be escalated and resolved much more quickly than during the testing phase, because pilot participants are working in a business environment. How quickly problems will be resolved after the escalation process has begun should be spelled out and understood by both the pilot participants and the team. Set reasonable expectations for issue resolution so both support staff and pilot participants are comfortable with the time allowed for the escalation and resolution of problems.

· How change requests are submitted, approved, tested, and implemented.

Your change management plan should address these issues. The way your team handles change management can vary depending upon when the change is requested: during testing, during the pilot, or when Windows Server 2003 has been rolled out to the business environment.

Note that the procedures for resolving a problem that arises during the pilot might vary significantly from those used during full production deployment. For example, a bug in the pilot might be discovered and fixed, and an updated release deployed to participants very quickly. Depending on the severity of a problem, when a bug is discovered in production, the team might be required to go through a lengthy change management and deployment process before the bug is resolved and an update to the system is made available in the production environment.

Creating a Communication Plan

In the communication plan, describe how you will communicate with participants both before the pilot begins, to prepare them for the pilot, and during the pilot, to exchange status reports. Use the communication plan to identify:

· The type of information you will communicate, to whom it will be communicated, by what means, and how often.

If you provide too much information too often or to too many people, participants might start ignoring your communications. Remember that it is important to report successes, too.

· Mechanisms for communicating information about the pilot, such as Web sites, frequently asked questions (FAQ) pages, procedures, and status reports. As you determine how you will communicate with participants during the pilot, begin creating the required mechanisms.

For example, set up e-mail distribution lists for the various groups that need to receive specific types of information. Note the types of information you plan send to those on each distribution list. For example, from time to time you might want to communicate information about the pilot to others in the organization to keep them informed about the progress of the pilot and to encourage their support for the change when it is their turn to upgrade.
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Tip

Use links in your e-mail correspondence to pilot participants to provide detailed information without specifying it in the e-mail. For example, if you have users of varied technical competency, provide a link to a Web site that contains additional technical information for those who need the detail, instead of providing it in the e-mail. This approach also allows you to update instructions and details on the Web site as the need arises without having to resend the information.

· What you need participants to do to prepare for the pilot. In your instructions to pilot participants, include the ramifications of failing to comply with the instructions. For example, if you need participants to log off at night so you can update user logon settings, tell them that failure to log off might result in their inability to log on at all because their settings could not be updated.

Creating an Evaluation Plan

The evaluation plan describes the way you plan to obtain and assess feedback from the team and pilot participants. This feedback can be used to evaluate design changes that might be required before the deployment is rolled out to the rest of the organization. In addition, it helps your team decide whether the deployment project should proceed and, if so, how.

In the evaluation plan, define the process you plan to use to solicit feedback from participants and the team. Determine the types of questions the evaluation will ask. Decide on a review process, and determine who is responsible for making the decision about the next step to be taken.

Creating a Risk and Contingency Plan

The risk and contingency plan describes the risk factors that could prevent the pilot from being deployed successfully. Risks might include the test lab being behind schedule, required hardware or software being unavailable, or participants working on other projects or needing additional training.

Properly addressing risk factors that could prevent a successful deployment in a pilot environment reduces the likelihood of encountering those same problems when you deploy into your production environment.

Creating a Backup and Recovery Plan

The backup and recovery plan establishes guidelines and procedures to prevent problems that might cause data loss or interruptions to your organization’s operations, and to allow recovery as quickly as possible if such events do occur.

Consider planning downtime or outages for the pilot in order to test rollback procedures, and, if applicable, disaster recovery and business continuity plans.

Creating a Backup Plan

The importance of a backup plan cannot be overstated. When you begin rolling out Windows Server 2003 in the business environment, problems might arise that even the most thorough testing could not reveal. By making regular and reliable backups, you ensure that the team can restore the system to its original state if your pilot rollout process changes or fails.

The backup plan should define procedures for:

· Backing up baseline configurations (the state of a computer before it is upgraded) so a computer can quickly be restored to its prior state.

· Backing up servers before they are upgraded.

· Backing up the most recent system and user data before you begin switching systems.

· Testing the restore process for each of the above processes using the backup files.

In addition, the backup plan should identify who is responsible for performing backups, and should include the schedule for all periodic backups and periodic testing of backups, as well as instructions for labeling and storing all backup files.

For more information about creating backup plans, see the Server Management Guide of the Microsoft® Windows® Server 2003 Resource Kit (or see the Server Management Guide on the Web at http://www.microsoft.com/reskit).

Creating a Recovery Plan

The recovery plan describes the recovery and rollback process, which allows you to return your production system to whatever earlier state you require. Depending on the severity of a problem encountered in the pilot, you might need to return your production system to a baseline configuration or just roll it back to the state it was in at a particular point in time.

Include the following elements in the recovery plan:

A list of scenarios

Analyze all of the systems involved in the rollout and identify the situations, or scenarios, under which problems are likely to occur. Determine which systems might be affected and the functional dependencies among them so you have a clear understanding of the larger impact that a single failure might have. Use these scenarios to create strategies that identify when and how to run backups and the types of recovery for which you need to plan.

A definition of acceptable downtime

Define how much downtime your organization can accommodate. If your organization cannot afford for systems to go down during normal business hours, you might plan to roll out the pilot, or parts of it, at night or over a weekend. If systems must be operational at all times, you might plan to deploy servers and desktops on new computers and then quickly replace the old ones, instead of upgrading computers.

A list of critical systems and processes

In the event that a failure does occur, you need to know which systems are the most critical and must be brought back online first. If resources such as bandwidth are limited, you need to know which systems have the highest priority and which should not take up network traffic. When evaluating how critical a system or process is, consider factors such as its effect on human health and safety, the legal liability it exposes, the risk to corporate confidentiality, and the cost of replacement.

A recovery strategy

Your recovery strategy should define how you will recover data or systems in each of the scenarios you define in the recovery plan. This might include restoring data from backup tapes, switching over to redundant systems, rolling back to previous configurations, or other strategies. Include an additional procedure for recovering from severe data corruption in your directory service if that becomes necessary. By having your recovery strategy in place, you can quickly restore your production environment to the required state so that work can continue with minimal interruption.

A rollback strategy

The rollback strategy defines how you plan to use backup and recovery procedures to return your pilot or production environment to the state it was in before changes were made. Specify the criteria that a problem should meet to warrant rolling the environment back to its previous state. For example, you might establish a system for classifying the severity of problems and describe which type of response is warranted by certain levels of severity. Also decide whether you need to have different rollback strategies for different types of problems. For example, you might develop one procedure for backing out the entire pilot if the problem is pervasive and another procedure for backing out specific components if the problem is isolated.

The roles and responsibilities for team members

Make sure that every task in the plan is assigned to an appropriate team member, and that that person has the information needed to successfully perform required tasks. Consider including training in the plan.

Have the backup and recovery plan reviewed by the project team and by those responsible for potentially affected systems. After the plan has been approved, test it to ensure that the processes you put in place work as expected.

Creating a Pilot Schedule

One of the earliest activities in planning a pilot is to draft a schedule, which is usually included in the master project schedule. When drafting the pilot schedule, be sure to schedule time for:

· Planning the pilot.

· Training participants, support staff, and the installation team.

· Creating an inventory of pilot sites.

· Upgrading hardware.

· Developing the support and communication mechanisms you identified during planning.

· Deploying the pilot.

· Testing by pilot participants during the pilot.

· Evaluating the pilot.

To accurately schedule pilot deployment, you need to know:

· How many computers or servers need to be upgraded and the approximate time it will take to upgrade each one.

After you have gathered this information, determine how many machines can be upgraded per day and the sequence in which they should be upgraded.

· Which hours of the day and which days of the week are best for upgrading servers and client computers. Questions to ask include:

· Should computers be upgraded during off hours to avoid disrupting users?

· Should client computers be upgraded during working hours so that the users can attend training during that time?

· The types of upgrades that are required.

If you are upgrading servers, the pilot might require a longer period than if you are upgrading only client computers, because some server processes occur on a monthly, rather than a daily, schedule.

· Whether participants should receive training before Windows Server 2003 is upgraded or installed on their computers. If so, the training schedule is a dependency for your pilot deployment.
After you have drafted the pilot schedule, review it with management and all affected users. After you deploy the pilot, update the master schedule based on your installation experience so that it more accurately reflects the time that will be required for installation during the full deployment.

Preparing for the Pilot

Preparation for the pilot deployment begins in the developing phase of the project. The release management team sends communications to the participants about their role in the pilot and prepares an inventory of the software and hardware that will be used with Windows Server 2003. Finally, the testing team prepares procedures and tests to aid in the rollout and the validation of the success of the rollout.

Figure 4.4 illustrates what is involved in preparing for the pilot and when this step occurs in the deployment pilot project.

Figure 4.4   Preparing for the Pilot
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Preparing Pilot Sites

Prepare the pilot sites in advance so that the installation team can begin to install upgrades when the pilot begins. If you have not already done so, inventory the computers and network equipment that are used at the pilot site. Then determine whether the following hardware or software upgrades are required:

· Client computer upgrades to meet your minimum supported hardware configuration (including memory, hard disk capacity, processor speed and type, and network adapters). Your minimum supported hardware configuration is based on the baseline configuration metrics established in your pilot objectives.

· Server upgrades for optimal hardware configurations.

· Network upgrades to meet design requirements.

· Client and server upgrades (hardware, applications, or drivers) to provide compatibility with Windows Server 2003.

For more information about compiling an inventory of your network equipment, see “Planning for Deployment” in this book.

At the very least, identify the required upgrades and acquire the required components. If possible, have the new components installed and tested before the pilot is scheduled to begin.

In addition, use the inventory of computers and system components to identify the following:

· All applications in use at the pilot site

· Any special security measures required at the site

· All special connectivity requirements for the site

· Minimum system requirements as determined by your baseline functionality metrics

This information allows the release management team to plan for the types of testing that might be necessary during the pilot, such as tests that push the limits of available network connectivity for a site.

Ensure that the testing team has tested all the hardware and software present at the pilot site to verify that they are compatible with Windows Server 2003. Also make certain that the installation team is aware of any special requirements and is equipped to handle them.

Preparing Pilot Participants

Establish communication with the pilot group as early in the pilot planning process as possible. Your initial contact should open the channel of communication and set participants’ expectations. Then, as the start date for the pilot approaches, prepare participants for their role by keeping them apprised of pilot deployment plans and target dates and by providing necessary training.

Establishing Early Communication

Soon after you select the participants, meet with them to:

· Obtain their commitment to the pilot.

· Select a user liaison.

· Provide them with a timeline for the pilot.

· Clarify participants’ responsibilities.

· Describe the type of testing they are to perform.

Although pilot participants will continue to perform their daily business tasks, you might want to specify certain areas they should focus on. Provide test plans for any special tasks they are to perform.

· Discuss communication mechanisms that have been established and how they should be used by participants.

· Discuss the level of support you plan to provide.

· Clarify problem reporting and issue resolution procedures.

· Discuss rollback plans.

Pilot participants need to understand what the pilot entails. Ensure that they understand how the pilot might affect their work. Be sure to address any concerns they might have about the pilot or their role in the deployment process.

Keeping Participants Informed

As the pilot plans develop, the user liaison can keep the release management team informed of the participants’ concerns and the participants informed about new developments.

As the training plan progresses, tell participants about the type of training they will receive and when they can expect it. When the support plan is finalized, explain to participants how and when they should request support. Also explain the mechanisms provided for reporting problems or issues.

As the pilot deployment date approaches, the release management team should provide participants with the following information:

· Scheduled dates for training and for upgrading computers

· Procedures they need to follow before their computers are upgraded

· Contact names and numbers for support

Regular and comprehensive communication with pilot participants helps to ensure that participants are committed to the success of the pilot project.

Training the Pilot Participants

Train pilot participants just before the pilot is scheduled to start. The duration and type of training you provide depends on the scope of the pilot, as determined in the training plan.

Training might be required for both support staff and pilot participants. If so, train the support staff before the pilot participants, so that the participants can have assistance as soon as the pilot begins if they need it.

Testing the Rollout Process

Although the test lab is a good place to debug problems with the proposed deployment of Windows Server 2003, the pilot provides an opportunity to assess the accuracy and efficiency of deployment procedures in the actual production environment. If one of your pilot goals is to test the Windows Server 2003 rollout process, schedule time during the testing phase for the installation team to develop, document, and test the rollout procedures. Preparing the pilot site also can provide valuable information about the rollout process, such as the time required to upgrade each computer and the number of concurrent upgrades your support team can accommodate, and information about other upgrade tasks.

Procedures and resources required for deploying Windows Server 2003 on various types of computers should be carefully documented throughout the planning, testing, and developing phases of the project. These documents will form the core of the installation guidelines and should include:

· A list of the required tools and supplies.

· A list of automated installation scripts and where they are stored.

Ensure that any scripts and tools for automating installations obtained from the testing team are appropriate for the computers in the pilot environment. For more information about automating installations, see “Choosing an Automated Installation Method” in Automating and Customizing Installations of this kit.

· A list of backups that installers must make before and during deployment.

Include backups of user data on client computers.

· Procedures for performing both automated and manual computer installations and upgrades.

If the automated installation method does not work properly, you can install the operating system manually. For more information about automating installations, see “Choosing an Automated Installation Method” in Automating and Customizing Installations of this kit.
· The acceptance tests that the installers must perform during pilot deployment and immediately after it to verify that the deployment works as expected. These tests are developed by the testing team during the developing phase. For more information, see “Designing a Test Environment” in this book.

· The operational procedures that installers and administrators must perform (for example, resetting permissions, changing passwords, and restoring user data).

· Procedures for backing out if the pilot fails. Review the backup and recovery plan for information on to how to back out system changes. For more information about creating the backup and recovery plan, see “Creating a Pilot Plan” earlier in this chapter.

Most of this documentation, including a list of automated installation scripts and operational procedures, can be obtained from the testing team. Use the documentation to create a checklist of deployment tasks that can be used to ensure that all necessary steps have been completed.

Deploying and Testing the Pilot

When you deploy your pilot, you begin testing your Windows Server 2003 implementation under live conditions. Start the pilot deployment process with a trial run of the pilot to identify problems with the deployment and the pilot plan. Then, when the full pilot begins, keep track of which deployment tasks have been completed so that the team can monitor the progress of the pilot.

As participants use the system, have the release management team track the progress of the pilot, and pinpoint areas of concern. Encourage all participants to use the incident-tracking system to report problems and to use the escalation plan when immediate problem resolution is not possible.

In MSF, the pilot is conducted during the stabilizing phase. Figure 4.5 illustrates the steps involved in deploying and testing a pilot.

Figure 4.5   Deploying and Testing the Pilot
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Conducting a Trial Run of the Pilot

Before you deploy the pilot, perform a trial run of the process. A trial run is a rehearsal of all the elements of the deployment that allows your team to identify problems prior to deploying the pilot.

To perform a trial run, schedule a time during nonbusiness hours to perform the entire upgrade process, to test the new setup thoroughly, and then to back out all components of the implementation. Use the same deployment task checklist that you plan to use for deploying the pilot, as described in the next section.

Deploying the Pilot

As the installation team deploys the pilot, they need to:

· Validate all backups, clearly label them, and store them in a safe place.

· Record how long installation takes so the team can update the schedule.

· Identify and document inefficiencies, and use this information to refine the rollout process.

· Update the production deployment documents to reflect all changes that have been made during the pilot.

· Ensure that a system administrator who has full security administrative credentials, including rights to administer mail and database server passwords, is available during the pilot deployment.

Instruct the installation team to check off each of the above steps in the deployment tasks checklist as it is completed.

Resolving Issues During the Pilot Deployment

During the pilot, the participants perform their regular, daily work and report any problems by using the incident-tracking system.

Problems that are reported are reviewed, prioritized, and fixed according to procedures outlined in the issue resolution plan. Problems can be resolved either by further development, by documenting resolutions and workarounds for the installation teams and support staff, or by incorporating the resolution or workaround as supplemental material in training courses.

Depending on your team’s rollback strategy, resolving problems might require rolling back the pilot. Clear communication with participants is essential when a rollback is required.

If multiple pilots are scheduled, evaluate the results of the current pilot to determine if it meets the success criteria before beginning the next pilot.

Monitoring the Pilot

During the pilot, the release management team should continually monitor the pilot system, including the network used by the pilot group, looking for bottlenecks and areas that need to be fine-tuned. The more information you collect during the pilot, the more accurately you can evaluate its success and recommend how to proceed with the full deployment to the entire business environment.

Have the team check problem reports frequently and look for trends and for problems with traffic flow and application performance, such as:

· Degradation in performance, such as slower response time.

· Improvement in performance, such as quicker response time.

· Tasks that could be performed before, but not after, the upgrade.

· Tasks that can be accomplished only by using a workaround.

It is important that release team members visit the pilot site periodically. Talking with users frequently reveals issues or problems that might otherwise go unnoticed.

As the release management team receives feedback, they will need to assess problems that pose risk to the overall project. Specifically, they should look for situations that might result in:

· Scope changes

· Cost increases

· Interoperability problems

· Unanticipated downtime

Assessing the severity of these issues allows the release management team to make informed decisions about whether to proceed with the deployment.

Evaluating the Pilot

When the pilot is complete, obtain feedback from a variety of sources, including participants, pilot release management and support teams, and other observers, to evaluate the pilot’s success.

Figure 4.6 illustrates when pilot evaluation occurs in the pilot deployment process.

Figure 4.6   Evaluating the Pilot
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Obtaining Feedback

Have your incident-tracking system in place when the pilot begins, and encourage pilot participants to use it to report problems. Participants often neglect to report problems, either because they think a problem is insignificant or because they find a way to work around it. To accurately assess your pilot, however, you need participants to report every problem.
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Tip

To encourage participants to offer feedback, consider developing an incentive program. For example, you might give away prizes or have managers give recognition to participants who make a special effort to contribute during the pilot.

Gather feedback from a variety of sources and through a variety of means, including:

· Web site feedback forms

· Sessions with business managers

· Problem reports

· Participant surveys

· IT project team observations

Try to obtain information about both the Windows Server 2003 design and the deployment process, including information about:

· Training

· The rollout process

· Support

· Communications

· Problems encountered

· Problems that were fixed without the need for incident-tracking

· Potential improvements

Review the parts of the pilot that were successful and the types of problems that were reported so that you can revise and improve your plan. Determine whether the pilot met the success criteria you defined before the pilot began. If you established metrics to measure your success, evaluate how the pilot measured up. Use the feedback to evaluate whether the delivered design meets the design specification, as well as the business requirements.

Deciding the Next Step

Once enough pilot data has been collected and participant feedback has been evaluated, the team must decide how to proceed. Depending on how well the pilot meets the success criteria, there are a number of strategies that your team can employ at this point in the pilot deployment:

· Stagger the pilot forward. If the pilot was deemed partially successful, deploy the pilot to the next pilot group or, if your team has planned to conduct multiple pilots, proceed with the next pilot.

· Roll back the pilot. When the pilot is not completely successful, it is often necessary to roll it back so that issues can then be resolved. Typically, a rollback is required when:

· The production environment contains invalid or problematic data that was not discovered in testing and that caused the deployment to fail. Roll back the pilot to the configuration used before the pilot began, clean up the data, and redeploy the pilot so that the pilot group can continue with its work.

· Production configurations and settings, such as Group Policy settings or security restrictions, cause problems with the deployment that could not be detected in the test lab. After rolling the pilot back to the configuration used before the pilot began, resolve the problems with the conflicting configurations or settings and redeploy the pilot.

· Suspend the pilot. If the pilot is not successful and issues cannot be resolved easily, suspend the entire pilot, halting all pilot testing until the issues have been resolved and the pilot can be redeployed. This requires rolling the pilot back to the configuration used before the pilot began.

· Patch the pilot and continue. If the pilot is not successful, but the issues raised are easily fixed, issue the same pilot group a “patch,” a fix to existing code.

· Proceed to the production deployment phase. If the pilot is deemed successful and ready for production, you can proceed with your plans for full deployment.

The pilot is not complete until the team ensures that the proposed solution is viable in the production environment and that every component of the solution is ready for deployment.

Preparing for Production Deployment

After your team has agreed that the pilot has been successfully completed and has obtained management approval for proceeding, the next step in your deployment project is to fully deploy the system to the entire organization. During this phase, the release team deploys the core technology and site components, stabilizes the deployment, transitions the management of the project to the operations and support teams, and obtains final management approval of the project.

Before the actual deployment begins, ensure that the production deployment plan is complete. The production deployment plan contains many of the same types of documents as the pilot plan. For a discussion of pilot plan documents, see “Creating a Pilot Plan” earlier in this chapter.

Keep in mind that your production deployment plan must include a strategy for deploying the Windows Server 2003 implementation across your entire organization, and, as such, must address such issues as how to manage specific requirements for particular sites, how to train all users, and how the deployment schedule will affect work in various departments. The production deployment plan is a living document that should continually be updated to reflect changes that are made when testing of the release components and processes reveals a deficiency.

Many of the tools that your team developed for the pilot deployment also can be used for the production deployment. These include the list of tasks that must be performed to deploy Windows Server 2003, the issue resolution process your team established, and the mechanism for monitoring your system.

MSF contains information about deployment that your team might find helpful for planning your production deployment. For more information about MSF, see the “MSF Process Model” white paper, available through the Microsoft Solutions Framework link on the Web Resources page at http://www.microsoft.com/windows/reskits/webresources.

Additional Resources

Related Information

· “Planning for Deployment” in this book for more information about deployment project planning.

· “Designing a Test Environment” in this book for more information about testing prior to the pilot.

· “Choosing an Automated Installation Method” in Automating and Customizing Installations of this kit for more information about automating installations.

· “Designing Unattended Installations” in Automating and Customizing Installations of this kit for more information about automating installations using unattended installations.

· “Designing Image-based Installations with Sysprep” in Automating and Customizing Installations of this kit for more information about automating installations using image-based installation methods.

· “Designing RIS Installations” in Automating and Customizing Installations of this kit for more information about automating installations using Remote Installation Services (RIS).

· The Server Management Guide of the Windows Server 2003 Resource Kit (or see the Server Management Guide on the Web at http://www.microsoft.com/reskit) for more information about creating backup plans.

· The Microsoft Training and Certification link on the Web Resources page at http://www.microsoft.com/windows/reskits/webresources for more information about MSF training courses.

· The “MSF Process Model” white paper, available through the Microsoft Solutions Framework link on the Web Resources page at http://www.microsoft.com/windows/reskits/webresources for more information about the Microsoft Solutions Framework.

